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1 INTRODUCTION

The X-ray spatial distribution produced by an electron beam hit-
ting a high Z target has been used as a diagnostic for many
years., Quite early in the development of very short pulse X-
ray systems we used it to provide indications of the spot -diam-
eter and, a little later, the mean angle of incidence of the
electrons at the anode. Physics International in particular . _
have used the whole X-ray field to check electron flux and mean

- angle as a function of radius across the cathode, using low 2 -
- material to map the front surface dose and high Z to map the
. intermediate field, during the Aurora programme. Cornell have
- employed both framing and streak camera techniques to give a

time-resolved pattern of the electron flux at the anode. Sandia

. Laboratory, Albuquerque, have used polar diagram diagnostics on
" “Hermes II.and have also used the spectral content of the X-ray

flux to obtain time-resolved data on the energy of the original
electron beam in the diode.

While many of the remarks made below apply to the high voltage
range, the aim of this note is to extend the simpler of these
techniques to the low voltage range and to point out their ad-
vantages and some of their limitations. It is intended to be a
user's note and will concentrate on the practical issues in-
volved; consequently it is redolent with simplified treatments

.and adeguate approximations which ease the reduction of the
- data. It is also parochial in that it lays out the parameters

we use and how we obtain them on a routine basis. It is hoped

e that the justifications offered will explaln our choice but, as

with all 51mpllstlc parameters, many can, in pr1nc1ple, be used.

'-JSectlon 2 deals with the beam parameters whlch can be measured

“and in this section some of the techniques possible will be out-
" lined, although we have not yet found it necessary to use them o

all.

s Sectlon 3 covers'the experimental data for the X-ray generation

from an axial beam of electrons ‘and the way this: 1s treated to

. analyse experlmental results. .

Seétlon 4 deals w1th some of the many practlcal aspects and at-
tempts to assess the accuracy obtalnable. ' o

The last section deals with some experlmental'results obtained
“at AWRE as illustrations of some of the simpler applications.

-This[note is not intended to be the last word on the subject
- "and, as such, the accuracies aimed at are of the order of 10 per
~cent rather than 1 per cent. However, in view of the fact that:

the mean angle of the electrons in a high flux beam can be ob~

- tained ea51ly, such. an accuracy is a very considerable: 1mprove—'_
ment on prevrous technlques, whlle at the same tlme belng qu1ck ;
= and convenlent.- o _ R R _ _



2 OUTLINE OF'DIAGNOSTIC TECHNIQUES TO BE CONSIDERED

The parameters Whlch can be measured are the current den51ty
- across a plane, the mean angle of arrival of the electrons as a
function of the radius and also the energy of the electrons, all
of the measurements being time dependent if required. While
‘separate experiments may sometimes be required, several of the
- measurements can usually be done at the same time, at the cost
.- of more recording channels. The great advantages of the tech-
'fnlques are that they can be employed at flux levels which will

- vaporise any material and also that the measurements are not re-

stricted to the plane of the anode, but can be employed at the

‘end of any transported beam.

 The follOwing list of experimental technigues covers and com~
ments very briefly on some possible approaches. _

2 a SPECIAL DISTRIBUTION

'In general, a high Z target is used for these measurements, 50
that a flat polar diagram is obtained. For time 1ntegrated re-
sults a pin hole camera can be employed, using a series of films

‘within it to cover a large range of intensities. Because radio-

" graphic film has a high contrast (y = 3 typically) and variations
-of densmty of a percent or two can be detected, rather high ac- -
curacies can be obtained for the resulting time averaged electron

" flux. The resolution can frequently be 103" to 104 elements if
sufficient intensity is available to use small pin holes, which N

can be convenlently made in heavy metal. ' A lower resolution

.technique is to cover the high Z converter with dosimeters, -of

which TLDs are a very compact, cheap and convenient example. If
these are requlred to respond to only small areas of the beam,
they can be set in a high 2Z egg box structure, but in general it
is adequate just to strap them on the rear face of the converter.

For time dependent measurements. an 1mage intensifier camera may

- be used, either in the framlng mode or in a streak mode, A thin
- 'slab of plastic phosphor is mounted on the back of the converter
and light from this recorded. Unfortunately, as the voltage on-
“the diode changes, large varlatlons ‘of the light output result.

For a constant diode impedance the light will go roughly-as the - - .. )

- fourth power of the voltage and hence the camera has to cover as
large a range of llght intensities as possible. This may mean.

a number of separate 1mage converter cameras, Or possibly a cam-
era with a series of images side by side with different optical
attenuators in each of them, this, however, reduces resolutlon'
rather seriously. - : :

In obtaining the electron flux from the data, the assumption has

to be made that the energy of the electrons across. the plane is
the 'same and sometimes, as in the case of a ‘diode ‘pinched beam,
it is conceivable that this is not so to an adequate accuracy.

- However, . a sub51dlary experlment using techniques given below . .
“can show if this is the case and provide a measure of the de—_-'

- parture from a unlform 1nstantaneous .electron energy.
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When using any spatial reeolution'techniques et'veltages of sev-
eral million volts the angle of the electrons at the converter

' becomes of paramount lmportance, since, even with a high Z tar-

get, the cone of X rays is small and may largely miss the de-

. tector from some area of the anode. This polar diagram vignet-
ting can be of considerable importance in interpreting current
distributions from an X-ray pinhole radiograph. This effect can
“also be of importance where a pinhole camera is added to other
measurements in a low voltage shot using a low % target, where
~again the polar diagram can be quite peaky. The dosimeter plot
- across the rear face of the converter is much less susceptible
~to this difficulty and can be very useful where the electron
mean angles become significant compared with the polar diagram
width. The corresponding time dependent measurement can be made
in these conditions by using phosphor blocks in egyg boxes on the

" rear of the converter and connecting these to: photo~diodes or

~photo multipliers by shielded light pipes, or maybe it would be
" better not to do ‘the experlment at all under the c1rcumstances._

Another potentlal difficulty may arise in a drifted beam, where
an original monoenergetic beam develops a spread of energies.
‘This can conceivably come about from two-stream instabilities,
or because of electrons being slowed at the front and/or being

- overtaken by faster ones from later in the pulse. In these cir-

cumstances the higher energy electrons produce most of the X-.
~ray emission and the results are then biased towards the distri-
‘bution of these. A sub31d1ary experiment of the kind outl1ned
below can warn when thlS is happenlng.

2 b POLAR DIAGRAM MEASUREMENT OF THE MEAN ELECTRON ANGLE ©

.- For low Z materials the polar diagram is comparatively sharp,
.even for low energy electrons. For instance, for carbon, for a
1 MeV electron beam the half width at half height of the polar
. diagram occurs at about 27° and even for 0.2 MeV the angle is
only some 57°.. Thus mean angles as small as 10° can be measured

";W1th reasonable accuracy.

The polar dlagram is ldeally measured in the far fleld of the X
~ray pattern at a distance remote from the source. A falrly use-
ful terminology, taken from rather longer wave e.m. usage is:

" near field - adjacent to the X ray source and within a fraction

" of its diameter: intermediate field - that which is neither near

- or far; and far field - where the source dimensions are small
- compared with the distance.. The near field measurements have

_. \.
el .

been covered above; the far field can be analysed to give 8§ ;.

“the intermediate field contains information relating to both the;_"'

- -spatial distribution and the angular distribution of the inci-

- dent electron flux at the converter. Ideally, measurements

- should be made all over the field and then unfolded, but life .

~is a bit too short and hence the selection of one or .the other .
' region to Slmpllfy the data reduction. . For polar diagram exper-
iments there is pressure, because of dose limitations, to work . =
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as close to the edge of the intermediate field as possible and
then a spot size correction is taken off, a matter dealt with
reluctantly in section 3. However, where the radius of the
source is less than 10 per cent of the distance to the dosimeter

‘array, the correction is small and reasonably well known.

To obtain a time averaged mean angle of the electrons, an array

of dosimeters is set up at a constant distance from the source

~1in one plane or, with asymmetric sources, two orthogonal planes.

By comparison with the polar diagram to be expected from axial
electrons the mean angle can be determined, as is discussed in

-sectien 3. In principle, distributions ofrelectrons more. com-
plicated than a simple mean can be derived from the polar dia-
.gram, but experimental'uncertainties render this a difficult and

unrewvarding task, except in a few spec1al cases.

-One of these is in the case ofra pinched beanm, where it can be

estimated what fraction of the X rays come from the pinched
phase; then two mean angles may be derived with reasonable ac-
curacy. However, time dependent measurements, with or without
blanking off of sections of the converter, can lead to better

estimates, As dosimeters we use lithium fluorlde TLDs and flnd '

these cheap, convenient and rellable.;;j

' In some beam transport experlments, stray dose may come from the
 outer regions of the converter or return conductors. These X
. rays can be shielded out with lead absorbers, or the TLDs

mounted in lead telescopes so that they only see the intended.

~converter area. As is mentioned in section 4, we use. 11ghtly :
shielded TLDs to reduce the response to stray background scat- .
ter X rays, but, if necessary, background TLDs shielded from the

main source can be used to subtract out this- component.

For time dependent polar dlagrams a plastic phosphor photo-diode

or photo-multiplier combination works well, the response of which

~.can be separately callbrated or normallsed with an adjacent in-

tegrating dosimeter.

The experlmentally determined polar dlagram is: corrected for ab-
'.sorptlon in the converter, as is further explained in section 3,

before being used to obtain a mean electron angle.. However, a

©  point worth dealing with at this stage is the definition of the
mean angle and its relevance. As with all parameters which at-
" tempt to categorise a complex real situation with a single num- .

ber, cases can easily be constructed where it is meaningless or =
mlsleadlng. However, as with the rise time of a voltage pulse,
it is extremely useful to have such a parameter, accepting that -

it is only a rough approximation to real life. . The real battle
occurs when it comes to selecting the parameter. One possible .
- choice is to assume that all the electrons are travelling at one
~angle and use this to fit the experimental pattern. This ap-. =
~ proach, in our experience, rapidly leads to highly non-observed
'-fpolar diagrams for large electron angles.l_The parameter we use
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is ‘to assume that the electron flux uhiformlz fills a cone out

- to some angle Opmax . The relation between 6 and - fmax 1s not
~exactly constant but € = 0.65 6p5¢ is within a couple of per-

cent as Opax goes from 0° to 90°. Experimentally, this param-
eter appears to fit most of the data we have. In addition, con-
siderations relating to electron trajectories in diodes and

beams tend to suggest a fairly well smeared out distribution of

‘electron angles. A sharp cut off at bmax 1s practically very

unlikely, but an angle above which there are few .electrons is

" guite reasonable, if only in some cases because 90° is a limit

for a progressively minded beam. . Incidentally it is worth
pointing out that. a mean angle of 57° corresponds to a cone

_filled_out to. 90°,

2 ¢ ANODE CATHODE VOLTAGE

The X ray dose rate for paraxial electrons is given by a relation
of the form dR/dt =k i V0 where n = 2.8 over a wide range for
all materials and k 1is a function of the material. The values
for these are discussed in section 3. If i is measured as

- well as dR/dt., then 'V is obtainable. Indeed, because of the
high power of V a 10 per cent accuracy in the dose gives V

to about 4 per cent. For a beam of electrons which is not axial,
a polar diagram measurement made at the same time allows a cor-
rection to be made to allow for this. This correction can be
made in two ways. If the polar diagram leads to a unique value

“for .8 this can be used to correct the dose on axis to what it

would have been if the electrons were paraxial. A theoretically
sounder method is to integrate the total flux of X rays and then
use this integral radiated X-ray energy to give the incident en-
ergy of the electrons. Unfortunately, a lot.of the X ray enerqgy
is radiated at large angles, even when the polar diagram is fair-
ly peaky, and this may mean making measurements on the beam side
of the converter. Absorption corrections in the target can also -

- become important and tiresome; so, while this is sounder in o
- theory, in practice the simpler procedure can be practically as

accurate and a lot less trouble.

Experimenﬁally-a'méah-anOde cathode voltage can be obtained with

& dogsimeter array and an approximate knowledge of the diode im- _
pedance, or -a measurement of the mean current. However, if the -

converter is made part of a Faraday cup current monitor and if

.- the dose on axis is measured by means of a phosphor photo-diode
‘combination, the voltage can be obtained as a function of time.

An example of this is given-in section 5, where the mean angle

of the electrons was small and hence the time-dependency of it

was unimportant:- Where this is not the case, a time-dependent
polar diagram measurement is also required, so a Faraday cup

converter and a phosphor photo-diode array is.then required.
 -Where-the'electron flux is not too intensé} the carbon block

which doubles as an electron stopper in the Faraday cup and an - .
X ray converter can also function as a calorimeter. L '

6
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‘The main difficulty with this measurement is the accuracy of
~the constant k and the determination of the absolute dose
- rate.. However, accuracies of + 20 per cent in k are probably

on with existing data, corresponding to an accuracy of + 7 per
cent in V. However, if the technique becomes popular, this
constant can obviously be measured with entlrely acceptable ac-
curacy,'although care will have to be taken in defining the ex~
periments to make the new measurements of immediate practical

use. -

2 @ ALL SINGING, ALL DANCING MEASUREMENT
. i R !

E‘Set'ups can be devised which measure just about everything'that
- is worth measuring, at least as far as the diode is concerned.
“Such .a set up would involve an anode divided into, say, 3 equal

sectors by sheets of lead orthogonal to the converter and con-

'_3taining the axis of symmetry of the beam. Within each 120° sec-
- tor, lead shields are placed over the converter, letting X radi-

ation out from 3 annular zones, one in each sector. The conver-
ter is in the form of a 3 sector carbon Faraday cup and measures’

- the current to each carbon zone from which the radiation is be-
- ing allowed to reach its corresponding photo-diode dosimeter ar-

ray. There are 3 of these, each of which measures half of the
polar diagram from one sector zone. From such a set up the val-
ues of 0 and the electron energy may be obtained as a function

.. of time and of radius, providing the beam is axially symmetric.
. Yet more- compllcated set ups can be visualized, but it is doubt-
- ful whether there is any practical application for them - a com~

ment"which may well apply to the last pr0posal.

. The- approaches outlined above are in fact all falrly easy to set
- up and, as has been mentioned earlier, yield data for beams of"
'.extremelyfhigthluence. While attention has been drawn to a lot -
. of possible snags and difficulties, in practice they are easy to Lo
- use and reasonably unambiguous in interpretation.  Used in con- S

junction with standard tube voltage measuring techniques, they

E.glve real confidence in the internal consistency of diode char— t:'
- acteristics, as well as providing values of & 51mply, for '

diodes and beams under most conceivable experlmental condltlons

'E:Such as - magnetlcally conflned ones.
E3 EXPERIMENTAL DETERMINATIONS OF POLAR DIAGRAM AND DOSE ON AXIS
As 1nput for the analysrs of X ray dlagnostlcs, the polar dia- -

-gram for axial monoenergetic -electrons for various target mate-_’
“rials is needed, .as is the dose on axis. The two papers con- =

taining most of the available data are:  Buechner et al., "Thick
Target X-Ray Production in the Range from 1250 to 2350 Kilovolts"

- - Phys. Rev. 74, No.. 10, Nov. 15, 1948; and Rester and Dance,

- "rhick Target" Bremsstrahlung produced by Electron Bombardment of -

" Targets of Be, Sn and Au in the Energy Range 0.2 to 2.8 MeV" -
.~Jnl. App. Phys. Vol. 41, No. 6, May 1970. Comparison of these
shows that the polar dlagram data is in essentlal agreement and



fits rather well the Universal Polar Diagram of Limited Appli—_"

.cability,-even'down to 0.2 MeV. However, the data for dose on
axis is in a consmderably less satisfactory state and while the
dependency on Z is very similar in each paper, the absolute

- agreement is poor.

A few general points Will be made before proceeding to the com-

parison of the results. Buechner and his colleagues rotated the

~ target, and the detector, which was mounted at right angles to :
it. Thus the self-absorption of the target changed only a little
~and they quote results where this has been removed. Rester and:
his partner fixed the target at right angles to the beam and

moved the detector around it. Their results are quoted for ex—

ternal radiation uncorrected for target absorption. One main
-aim of their paper was to measure the spectra of the X rays and

these are'compared with ETRAN. 15, consequently they used a Nal

‘anticoincidence counter, from which the integrated energy flux
‘'was subsequently calculated.

Dealing first with the-polar diagram results, a point which im-
mediately arises is whether the data required should take a form
corrected for target self-absorption, or as externally measured.
If the data is quoted for external radiation this will clearly
depend on the target thickness used and also the solid angle sub-

‘tended by the detector. Moreover, as the target is viewed from

the front face or the back face there will be a big difference
in absorptlon, since in the latter case the X rays have to travel

_-through,much less absorbing material. Thus no form of universal
~curve will result as the transition from front face measurement )
. to back face will occur at different points up the curve for dif- .
ferent energies and Zs. Consequently we have elected to follow

- Buechner and remove .the target absorption for the polar diagram .

results, otherwise ideally an ETRAN run would be needed to com- -

. pare polar diagram results for each case. The consequence of

.~ this decision is that for any polar diagram experimentally ob-

. W .
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'd tained the target absorption must be allowed for, but for low Z
~ materials this is a small correction, even out to 75°. This 15,

of course, the case of most interest for determining 8 .  How- °
ever, even for high Z materials the correction is not large; for .

instance, even for 0.2 MeV at an angle of 60° it amounts to )
- -about 1,25 with an_electron range thick target.  Thus the cor- -
- rection for target and other backing material absorption is left.

to the- experimenter, although guldance is glven on - it later.

'_The ‘data of Rester on polar dlagrams is given on p. 2690 but be—.
fore the polar diagram c¢an be extracted one must take 1nto ag~

counit ‘the fact that the backwards X ray flux comes from about =

~one-sixth of the way through the target, while the- forward flux

passes through more like five-~-sixths on average. : This effect is
only of importance for the higher Z targets, namely tin-and
gold. Using the experimeiitally determined- spectra given earlier

" in the paper, the absorption was removed at the small and large
:angies.-'A smoothed curve was used to join these points. The



- same was done for the low 2 targets and from these the polar
~diagrams in the absence of target absorption were obtained.
‘These were then compared with the "universal" curve orlglnally

obtained from Buechner (SSWA/JCM/711/149) Again, the Z de-

pendency factor of (Z2/74)0.30 was used and the data were
. plotted against U6 where U =V + 1/2 and V is the electron

energy in MeV. Figure 1 reproduces the "universal' polar dia-
gram and figures 2, 3 .and 4 give the Rester results obtained,

-as outlined above.. Also shown in figures 2, 3 and 4 is the uni-
~versal curve for an electron range thick target. ' '

'Even for 0.2 MeV the agreement is quite.reasonable;:-There is a

suggestion that for Be the curve is fatter than for the other
materials, but the original points were taken from a very small
scale graph and thus could be reading errors. However, at large

~values of U® the low Z materials consistently lie beneath the

universal curve. This had been noted for the Buechner data, -
but the scatter there was sufficient not to make the effect cer—--

© tain. The values for Au for 1 MeV lie above the curve signifi-
- cantly, but there the absorption correction may not have been

quite correctly applied. Considering the original curve was
partly based on data (high Z only) up to 27 MeV, the universal

- curve does a good job over a rather large energy range for this

class of material. Within the originally stated accuracy of
+ 10 per cent the curve fits the new data; however, for the case

of particular interest, that is carbon, the polar diagram ratios

below about 0. 25_should be shifted to the left a bit. Figure 5
gives our best estimate of the polar dlagram curve for an elec--
tron range thick target of this material. Also included are the

~results of an ETRAN calculation, kindly. supplled by Dr Peter

Fieldhouse and Mr David Large of CNR, for 2 MeV. The calcula-
tions were done with and without absorption and these gave es-
sentlally the" same results as expected.._ :

We now turn to the question of the dose on axis from axial elec—

trons. The Buechner data had been analysed to give a (Z/74)0-50

fodependency. Figure 6 gives the smoothed on axis data. Alsc in-
. cluded is the data of Rester as given and also corrected for '
target absorption. (Note that the 0.2 MeV data has been multi- -

plied by 10). Dodging the question of absolute yield for the .

- moment, the two sets of data have been normalised at 2 MeV. The -
~data is in very reasonable agreement as regards 2 dependency.and'-

also shows that the slope is reasonably constant for 1.25<V<2.35,

- -but for low values of V the slope rises. The slope of the -

lines is slightly higher than 0.50 because these curves are for
zero absorption. When the intrinsic absorptlon of the optimum
high 72 target is included, as is shown later, the slope is a bit
lower and- thlS is the one quoted on Flgure l. S . :

In order to compare the absolute output on axis, the data 1n'

- both papers have been.converted to Roentgen at- 1 metre per cou-
- lomb. The conversion for Buechner is simple, but the data from

Rester is a bit more complicated. ~This has been_analysed flrstly'

9
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for a cut off of 0.05 MeV. This value is taken because below
this value most detectors become rather sensitive to low energy

" X rays, and because any scattered field is usually in this range,

it is desirable to cut off the low energy response. This point

1ls dealt with further in section 4. The data is then converted,

using as a factor. 1 R = 2 x 102 MeV/ecm2.  This is a reasonable
average for X rays from 0.06 to 2 MeV. 1In addition, of course,

. the correction for target absorption is employed to make the -
-data comparable. - When this is done, the dose levels are very

different, Rester's data being 1.62 times as large as Buechner's

on average. This is troubling but, being unable to suggest that

either set of data is greatly better than the other, some sort
of average has to be taken. It is true that Rester's experi-
ments ‘are much more recent but the dose is more derived than

. that of Buechner's. When two sets of data are this far apart,
-1t is a good question as to what average should be employed: we

have elected to use a geometric mean, multiplying the results of
Buechner by 1.27 and that of Rester by 0.79. ' Table I gives the
data so treated for 0.2, 1 MeV and 2 MeV. - The Buechner data has

“been extrapolated to give the data for 1 MeV for comparison with

Rester's. In addition, Rester's data has been 1nterpolated to
given values for the Zs used by Buechner.

‘TABLE T

.eﬁnosE ON AXIS FOR AXIAL ELECTRONS
- (IN ROENTGEN AT I METRE PER COULOMB)

oz 4 13 | 26 a1 | 74
E MeV | | g
0.2 Rester 2.5 | 9.5 18.5 27 44

. Buechner 276 575 | 1010 | 1430 | 1810 |
1o Rester 314 | 630 | 1020 | 1340 | 1730 [
' .Average. | 295 | 600 | 1015 | 1380 | 1770

| Buechner | 2240 | 4250 | 7050 | 8000 | 10400
, o Rester | 2520 | 4340 | 6600 | 8000 | 10200

 Average | 2380 |-4300 | 6800 | 8000 | 10300

-

| To”obtainwthe-dose on axis from real targets it is necessary to
include the absorption. As was mentioned in the original polar

diagram note, it is possible to have an "optimum" target for -

high Z materials where a thin layer of converter is .backed by a
~.low Z material, For high voltage electrons (V > 10 MeV) this
two layer optimum thickness is one-third of the radiation length
: and"for'tungsten this thickness is 2 grams/cm?. ‘For low Z. mate-
:--rlals thls is 1mpractlcable and unnecessary because self- s o

10



absorption in the converter is very much lower, so the target is
made an electron range thick., It may be worth while saying a

few words about electron ranges at this point. The universally
quoted range tables are for aluminium, with the statement that
.the range is largely independent of Z. The range most often
quoted is the practical range which for 2 MeV electrons in alu-
minium is 1.0 gm/cmz. However a significant number of electrons
5get beyond the practical range and the extrapolated range, which

- is what is needed essentially to stop the electrons, is about 1.2
. gm/cm2, However, for high Z materials the extrapolated range is

- more like 1.5 gm/cm? at 2 MeV, thus a fair degree of confusion

\— .

- can arise as to what is an electron range thick target.  These
' elaborations are not relevant to the polar diagram data because’
the width is only a weak function of the thickness of the tar-
- get. However, for the dose on axis the question is of signifi-
" cant importance. However, this sen51t1v1ty only applies for
- high Z targets and is avoided if the data is quoted for the op-.
- timum two layer target. This is also of considerable practical
_-interest since this is the target which gives the largest dose
~.on axis, which is normally the name of the game when high Z con-
"verts are being employed
' f

Flgure 7 shows some data kindly supplled agaln by Dr Peter Field-
house and Mr David Large from an ETRAN run for 2 MeV electrons.
It gives the generation of dose as the electrons move through _
the target (no absorption curve). and also the transmitted X ray
“flux {with absorption curve). These show the low self-absorp-
“tion' of a carbon target and also that the optimum thickness for
‘a high Z target is again about one-third of the extrapclated - |
electron range. Calculations suggest that the optimum target -
for a high Z material continues to be about one-third range
thick and that the output level is about that appertaining to -
the 2 MeV case, or a little lower. This applies where a cut off
of 0.05 MeV is again used. : ' TR S

Using the data in Table I, the output for a full'fangelcarbon'
target and for an optlmum tungsten target can now be obtalned
and these values are glven 1n Table II._ : :
" TABLE II

DOSE ON AXIS.FOR PARAXIAL ELECTRONS
 :(IN ROENTGEN AT 1 METRE PER COULOMB)

z . . lE=o0.2mMv| 1.0 | 2.0
W optimum target 28 | 1.17 x 10° | 6.9 x 10%
| ¢ full range target | . 3.7 - | 3.5 x 10® | 2.6 x 10>

These results are shown in'FiQure Sﬁwhefe'the'aose per ceﬁlomb
is plotted‘against V. For the high Z target,jTom-Martin_of
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-Sandia has showné in SC-DR-69-240, that up to about 30 MV the

dose goes at V2 and the intercept at 1 MeV agrees with that ) E'
given by Tom Martin for the optimum target. However, for volt-

-~ ages rather less than 1 MeV the dose from a high 2 target goes

as a lower power. The carbon data, over the range it is avail-
able, goes as v2.8, Because of the change of power of the on
axis dose for tungsten for voltages below 1 Mv, the relation for
the 7 dependency of the dose given before as (%/74)0.50 does not
apply. However, above 1 MV the relation is approximately true.

.If the carbon curve continues to rise as the 2.8 power of the

voltage, the Z dependency will continue to hold. A rather rocky
justification for the averaging used is the fact that the high
voltage data for high Z optimum targets joins smoothly with the
low voltage data. However, despite this consideration it must
be reckoned that the dose relatlonshlp shown in Flg. 8 is uncer-
tain in absolute terms. &n error cf + 15 per cent in the dose
axis is probable and it could well be “higher. R

Thie completes the analysis of the input data needed to use the

X ray diagnostic technlques., In general, the agreement is rea- .
sonable but the dose on axis badly needs supporting by better
data. : _

One of the incidental points which has not been covered so far

is the dose produced by beams which are non-orthogonal, in par-
-~ ticular for carbon. For high Z targets a large fraction of the
" electrons can be back scattered at small angles of incidence. : CD'

However, in order to scatter out of the target,. the electrons
have to undergo a number of small angle scatterlngs, or a single

large angle scatter. In both cases their energy is significantly

reduced and because of the powerful law of X-ray production ef-

" . .ficiency, an electron leaving with even half its energy will

have generated most of the X rays that it can. Thus the gener—'

~ation of X rays should not be seriously affected when the beam

is incident on the target at considerable angles. The argument
is very much stronger for low Z targets when a smaller fraction
is back scattered. These contentions are supported by Buech-
ner's data, where the target was rotated so that the electrons

'were sometimes incident on it at. small angles- to its surface. -
The polar diagrams given by Buechner are smooth through this re-

gion, even for high % materials. Thus the fact that electrons
are non-orthogonal should not change the eff1c1ency of generatlon _

~of X rays 31gn1flcantly.,

Figure 9 glves the normallsed spectrum of X rays for 0. 2 MeV to

.3 MeV for carbon at 0°. However, the spectrum holds pretty well
out to 45° or more. This curve is of use for absorptlon calcu—

latlons and is taken from Pester's paper.

.-~ The above sectlon deals w1th the requlred input data: ‘what fol-
" lows is an outline of how we use_this data to derive the requlred .

._;beam parameters, in particular © .. A few words ahead of section ey
¢¢4 may - serve to justlfy some of the rather crude approx1matlons C -~-D
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‘we employ. Basically the data points have an error of the order
of + 4 per cent when sensible numbers of TLDs are employed. To
~achleve even this accuracy may mean the deployment of 20 to 30
‘TLDs. Some error in the input polar diagram must also be as-
sumed to be present and these basic limitations imply that over-
- refinement in the treatment of the data is unnecessary. In ad-
- dition, the -basic assumptions in defining the parameter selected
-to categorise the mean angle also obviously have .limitations,
since while Nature is kind and tends to provide an approxima-
"tion to a fully filled cone, she cannot be relied upon for slav-
ish fulfilment of this requirement. :

. With these. rather transParent Justlflcatlons for our la21ness,

- wWe now reveal all.

SELF ABSORPTION CORRECTION

Flrstly the correction to the polar dlagram for converter self
absorption will be discussed. What is required here is the dif-
- ference in X ray path length between the on axis X rays and
those at any other angle. The X rays are assumed to be produced

 in about 0.2 of the electron range through the target on average.:

The extra path length is then easily calculated for the target

. and any other backing material. For carbon and other low Z ele-
" ments, the absorption is rather small and while it is a little

- difficult to decide what cross-section should be used, it is
fortunate that it does not matter much. The complication is
that for low Z materials the interaction is mainly Compton scat-
- tering and hence a build up field of softer secondary X rays is
developed.: For infinite media the build up factors are well -
known but for thin slabs these calculations are not applicable.

A second problem isg that the build up field is largely isotropic
‘and thus tends to reduce the peakiness of the polar diagram by

X rays scattered into the large angle TLDs. This effect is mit-
~igated by the use of copper shields around the TLDs, to some ex-
~tent, but is still present. Figure 10 shows the absorption fac- -
tor for carbon (and other light elements) as a function of thick-
‘hess and original electron energy and was derived from Figure 9
“and the published X ray total cross-sections.  Again, a cut off

- at 0.05 MeV has been used. ' The absorption factor used here; and . - .

‘later, is the reciprocal of. the actual absorption and is the.
factor by which a data point should be multiplied to remove the
absorption effect approximately. As can be seen, for 1 MeV and
“a target of the order of the electron range thick, the correc-
tion factor is 1.05. Por a point at 60° this is also the factor
which would account for the extra absorptlon, if the full cross-
- section were to be employed. However, as has been stated, a
lower factor than this applies and effectively we use two-thirds .

. of the total cross-section. This fudge factor was derived from

-some very crude calculations of the build up factor and its ef- = -

- fect on the polar diagram shape. Thus, in this case the 60°

_data would be raised by only 1.03. ' For high %Z.targets the 51tﬁ— ' 
atlon is. ea51er, Sane most of the absorptlon 1s photo—electrlc O

w13 oo



R

" For the 0.50 level add 1.0

and; here-. the full cross—-section is used to obtain the attenua-

tion factor. In the experimental data given in sectlon 5 the
error bars for the points at 45° and 60° have been increased to
allow for the plausible range of the attenuation correction fac—

“tor.

For the dose on axis the curves give the value for an electron .
thick target for additional absorbers and the situation is dif-
ferent because the scattered X rays are essentially lost where

‘a relatively peaky polar diagram occurs and, typically,‘a Cross-—.
'section equal to the total cross-section is used in such cases.
‘Again, for high % additional absorbers the full absorptlon fac-

tor would be used
DETERMTNA’I‘ION OF @
Using the experimental data corrected to a zero absorption tar-

get, the normalised polar diagram is plotted against 8 . On
the same graph the axial electron polar diagram is plotted (us-

ing Figure 5 if the target is carbon). This raises the guestion =

as to what - Veff = should be employed. It is not difficult to
derive a series of polar diagrams for the real time varying elec-

. tron energy, but if the anode cathode impedance is constant a
value of Veff  egqual to 0.84 Vmax 1is a good approximation.

jThe questxon now arises as to what the polar diagram is for var-
“ious values of 8 for the incoming electrons. A series of cal-
. culations ‘for the fully filled cone and for other reasonable

distributions has .shown that the follow1ng approx1mat10n is an

: adequate one.

For the 0.75 level add 0.9

[an] Far] Ranl}

For the §.25 level add 1.1

Using_ thls approx1matlon, curves are easmly constructed. from

the 8 = 0 curve for various values of- 6 .. Figure 14 gives an
- example of the results and shows that the experlmental data flts
‘a. mean: angle of a little over 10° rather well. .

If the. above scheme offends people s sen31b111t1es, Tom Martln,'

. in SC-RR-6%-241, gives a computer code for predicting the X ray
- polar diagram. The polar diagram used in his report is slightly -
different from the one advocated in this note and in the exam-
- ples calculated exp1101tly +he spot size is also made a function

of the voltage, but this is not inherent in the treatment.  How-

" ever, because of the factors mentioned earller, it is believed
 that the approximation used in_our approach is suff1c1ently good
- LeSPEClally for low values of _6 . : : : _
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SPOT SIZE- CORRECTION

In general the d051meter array should be at a dlstance at least

10 times the spot radius and preferably more, Where this ap-
plies, the spot size contribution to the polar diagram flatten-
ing is quite small and roughly equals 6 ~ 57 r/d degrees, -
where r 1is the effective radius of the spot and d the dis-
tance to the dosimeter array. The effective radius is two-
thirds the outer radius for a uniform spot and equal to the mean
radius for an annular spot. Once again, providing the correc-

“tion is small, it does not matter exactly how you get it. This
,'spot size correction is then taken away from the observed § to
" give the mean angle for the electrons incident on the target.

. DOSE ON AXTS MEASUREMENTS

Firstly any absorption over and above that in the optimum target
(high Z) or electron range target (low Z) must be allowed for,

-.a$ is indicated above. Then a correction has to be applied for
.. the effect of the mean angle of incidence of the electrons.

This correction involves the real angle and hence cannot be ap-

- plied directly to the universal curve. This has first to be re- .

interpreted to give the polar diagram against laboratory angle
for the material and electron energy used and then weighted by

-~ a 8in ©® factor and averaged. Figure 1l gives as an example_the
. drop in on- axis dose for a carbon target as a function of 6
and energy of the electrons. The observed dose is divided by
,the appropriate’ facter to yield what would have been dose on

axrs for axial electrons.

As was mentioned earller, the other way to treat the problem is

to integrate over all solid angles and obtain the total radiated -
- £lux, but for the reasons mentioned before we prefer the above
- treatment in cases_where the polar diagram ylelds a reasonably o

unlque value for B .

' For most of the cases we have been interested in this factor is

small and even when it becomes large, uncertainties in it only
enter the resulting derived electron beam energy as the one-

~third power, approximately. Thus it does not contribute signif-

icantly to the uncertainty of the final answer, certainly not.

. when compared with the basic uncertainty in X ray generatlon ef-
'flClency covered 1n the flrst part of thls section, ’

In concludlng this sectlon we would like to mentlon that the

- particular shape of the universal curve, coupled with the fact
_that basically an integration of it is being made to allow for
- the practically existing range of: electron angles, means that
o for ‘a widely wvarying smooth range of assumed electron distribu-
- tions the curves look surprisingly similar. Also the half point
- of the’ polar diagram shifts by about the mean.angle of the dis-
“tribution. " This fact enables the rather approximate treatments

to glve qulte good answers, at the same tlme 1t 1mp11es that .
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. spot diameter.

details of the actual electron distribution cannot bé'6xtractéd S

from an- experimental polar diagram without great accuracy in the
measured data and in the input data.. This point is briefly re~
turned to in section 5. '

4 PRACTICAL ASPECTS AND. ACCURACY

 In this section the practical nitty gritty will be covered from
‘an essentially . parochial viewpoint. While the approaches we

have employed are obviously not by any means the only ones that
can be used, they are of course the only ones we can comment on
with confidence. The aspects to be covered will be in roughly

 _the'order-used.in section 2, to which reference should be mad
for some of the practical aspects.

-4 a SPATIAL FLUX DISTRIBUTION MEASUREMENTS

There are three main sources of error in taking pinhole radio- .

graphs, namely pinhole vignetting, polar diagram vignetting, and

background on the film. The first one of these is fairly obvi-

~ous but if care is not taken, a fall off of density towards the

edge of the field of view can be interpreted as lack of flux
rather than a too large ratio of length to diameter of the pin-

‘hole. It pays gquite a lot to use the densest material in which

to drill the pinhole and to have a series. of inserts with dif-
ferent diameter holes in them. In the past we have also used a

rectangular array of pinholes of different diameters and with

different absorbers over repeats of the same hole. This is quite

‘useful for covering a large range of intensities and also ensur- .

ing that the X rays doing the photographic darkening have ap-

. proximately the expected spectrum. In general we use a fraction

of a mm of copper filtering to make sure that X rays from the

‘tail of the pulse or scattered X rays do not have much effect..

However, to prevent flux penetration through the front of a large

- multiple pinhole camera can be quite difficult and we now mostly
~use a high resolution camera and a low resolution one side by

side,

Polar diagram vignetting was dealt with in section 2 and again

can lead, unless care is taken, to an uﬁder—estimation of the

' _Even when these two effects have been eliminated or allowed for, =
it is still easy to make a mistake as to the spot size. This is-

because of the very high contrast of X ray film.. . For instance,

' a beam which diode pinches driving the pulse will produce a very -
intense black image; but this is surrounded by a diffuse halo of
X rays which can easily contain as much, if not more, integrated

 flux. We therefore use 3 films in each of the cameras of vary-

ing sensitivity to check this point. The poor resolution camera
can also pick up low area density records from say the anode -

"plane or the drift cones and enable crude estimates of the frac- -
tion of the electrons hitting_these'to_be'made..,allowanqe of .

- N .‘
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courge has to be made for the increased efficiency of production

.of the guide cone, if this is made of copper, compared with the

main beam hitting carbon, and for any other extra absorption in
the path of the X rays. Mention should also be made of the use

 of a large aperture camera at right angles to the diode or beam

-axis for the same purpose of plnp01nt1ng stray stalk emission or

beam losses.

The third factor_is'background. In general quite a modest amount
of lead shielding around the sides of the camera will prevent

‘background scattered X rays getting in, but a check of this can

be made by placing small lead absorbers up against the front of
the film pack and midway between the film pack and the pinhole.

- While relatively modest thicknesses of lead prevent fogging from

the back or sides, much larger guantities are required on the
face of the camera, especially when small pinholes are used. In
general we avoid using extremely small pinholes for this reason,

‘otherwise absorptions through the front of 103 to 104 may be

necessary. Such absorption factors can be obtained but the
spectrum hardens considerably and hence becomes more penetrat-
ing. This difficulty partlcularly applles to systems working at
2 or 3 MeV. When a medium size pinhole is used, allowance for
the effect of the penumbra can guite ea51ly be made when the

spot has sharp edges.

- An additional source of error in deriving the edge of a spot ap-

plies where a central emitter is used, such as a small ball or a
razor blade. In addition to any polar diagram vignetting, there

"is a cosine effect of flux arriving obliquely at the target,

which again is amplified by the high contrast of the film. How-
ever, despite all these effects, gquite accurate measurements can
be made wvisually and, with fllm response callbratlon quantlta—
tlvely. _

With regard to dose scans across the face of the target with
TLDs, these give quite good relative results even when only

placed against the back face of the target. ‘However, some de-

gree of local shielding with copper is desirable and of course

‘the target must be at least an extrapolated range thick, so that:

electrons cannot get directly to the dosimeter material.

One point that is worth making iewthat.the‘integral of the flux

~across the face in the near field should of course egual the in-
~ tegral of the flux in the far field. Where this does not hap-
_'pen (which in our experience is surprisingly frequently) two ob~
vious explanations may be worth looklng at. The first is that.
‘a significant fraction of the beam is hitting regions outside . -

the nominal target area, with 'a low flux density. This of course

‘can miss the array on the rear of the target but affect the polar

diagram TLD array. A second possibility is. that the superm'“

linearity correction for the TLD may not be accurate and since

the dose levels may well be 102 to. 103 different, this will af-
fect the close in readlngs much more than those of the polar :

.1pd1agram array.

- _11'7__



4 b POLAR DIAGRAM MEASUREMENTS

The first and most obvious point here is that all the readings
are referred to the reading on axis. If this data point is
measured incorrectly due to variability in the TLDs, the whole -
pattern is thrown out. Consequently the number of TLDs at zero

degrees should be higher than at the other angles. We find that

unless special care is taken, the standard deviation for a sin-
gle TLD is in the region of + 5 per cent, providing the dose is
in the range 0.5 to 500 R. Below this range the background cor-
rection on our TLD reader becomes’ SLgnlflcant and above it the

- super- llnearlty correction comes in. ' This is not to say that

readings cannot be made above this range, but if they can be
avoided it helps to increase the accuracy a bit. We deploy a
symmetrical TLD array and if 2 TLDs are used at each angle and

- 4 at the zero angle p051t10n, the mean error for each angle (av-

eraging the two minor image readings) becomes about 2 1/2 per

“cent and the error in a point normalised against the on axis
- dose is + 3 1/2 per cent. To obtain much better than this re--
‘quires a large number of TLDs. ‘However, this accuracy is of the’

order of that of the polar diagram curves themselves and hence
a reasonable balance between errors has been struck

The second point concerns the shielding of the TLDs. We use cop-
per pipe of 1 mm wall thickness and 6 mm bore. This arrangement
dates from our radiographic days when we investigated an "air
wall" arrangement and found that for X rays from about 4 MV
electrons the absorption in the copper was balanced by the extra
dose. arising from. the extra knock-on electrons getting through
the polythene powder container and coming from the.copper. Fig-

‘ure 12 gives the attenuation correction factor for th s thick-
.ness copper tube and also for a tube of half the thickness. The
~latter might well be preferable if measurements were being made

around or under 0.5 MeV electron energy. Again these numbers.

~are calculated for a cut-off in the orlglnal spectrum of 0.05: .

- MeV, in conformity with the dose calculations. We have not made

. comparisons between the copper clad TLDs and the bare ones, but
we feel that the cleanliness of the polar diagrams we obtain

(such as in Figure 14) is partly because of this light local:

'shleldlng - The effect of the copper shielding is to help to-

wipe out secondary scatter from the dustbin, etc. and also it
avoids the region where corrections for the absorption of the

"LiF itself compared with an air dosimeter become necessary. Be-

cause we use an intermediate Z material of small thlckness, the .
absorptlon is well known, bging mainly photo-electric in the re-
glon where it is remov1ng the low energy tail of X rays. An-

- other ‘factor that helps is that any low energy X rays from large

currents flowing late on in the diode at low voltages are w1ped_
out. . Polar diagrams from single razor blades have been taken -

“with the standard holders wrapped in additional. lead shielding

and these gave essentially the same curve as in Figure 14; they

"also showed that the s$pectral hardness was approx1mate1y what -

would be expected from the dlode volts.
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Time resolved measurements made with photodiodes are easy and

reproducible. We use a 2" diameter ITT photodiode, type W1ll4
and a block of plastic phosphor NE102 of about 2" diameter and
3" long, white painted on the outside. This is shielded on the
outside by lead and on its face by about 0.5 mm of copper. The
photodiode-phosphor combination has very constant characteris-
tics and directly drives the oscilloscope deflection plates,
since it can produce up to 3 amps linearly with about 2000 volts
on the diode. The saturation current of the diode is over 7

-amps and the turn over fairly sharp. Such a combinhation could

readlly be absolutely calibrated but we mount TLD near the phos—
phor in order to measure the lntegrated dose, whenever thlS lS

) necessary

4 C' BEAM ENERGY'MEASUREMENTS

The electron energy measurements basically require the absolute

- measurement of dose ‘at a metre as well as the determination of

the current in the diode, or, if a beam is used, with a Faraday
cup. Some time ago we went through a lengthy comparison with
other people's dose measurements, including Physics International
and Harry Diamond Laboratories, and eventually felt we were within

5 per cent of the true dose. However, something like a man-year

of effort was needed to attain this state (which aged the gen-
tleman concerned by at least twice this amount) and while we

think we are still about as accurate as this, this is more an
act of faith than a statement of scientific certainty. What we

did find, and have found since, is that other laboratories

{neither of those mentioned, we hasten to add) can be up to 70

per cent in error and hence the measurement of .dose at a metre
is not something that can be tossed off in an afternoon, but is

‘a fairly difficult activity needing continuous effort after it
“has been first achieved. Once again it is desirable to lop off
the very low energy end of the spectrum, but where you do the
. lopping will be important if the technique is to be pushed down

under 0.5 MeV.. Alsc for very low X ray energies the thickness: ' -
of the phosphor will have to be reduced (or allowed for) as the
phosphor then essentlally absorbs all the X rays, in the very -

‘low energy region., This is incidentally yet another reason for
- having a cut-off at some level, so- that the phosphor is- approx1--:
‘mating to an air-wall chamber. o S

_3Thus the rather unexpected result of investigating the'determi~'
- nation of the absolute rate of productlon of X rays is that the
Ctime dependency of the X ray flux is rather easy; the uncertalnty

lles in measurlng its absolute level

5 EXPERIMENTAL RESULTS

'A representative series of experlmental results will be covered

in this section, partly as illustrations of the way the various

~-calculations are performed, and partly as examples of the sort -
. of data and con51stency we -obtain. TN _
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'In the rather daunting Figure 13 the results from three partic-

ular shots are shown as plots of the experimentally obtained
polar: diagrams after correction for target absorption. The ex-

_ perimental set up was essentially the same in all three shots, a

single 3.9 cm long razor blade being the cathode. A carbon

block formed the anode whose mass was 0.75 gram/cm? approximately.
The peak volts were about 1 MV but the current differed signifi-
cantly between the shots. The TLD array had to be installed '
within a cylinder behind the anode (the dustbin) and so only a
limited radius could be employed and this was 13.5 cm. Paired
TLDs were used at each point and the angles used were + 0°, 15°,

"30°, 45° and 60°.. Two arrays at right angles to each other were

also deployed, one along the blade and the other at right angles

~to.it. As it turned out, this was unnecessary, because of a

compensation which took place, so that there were no statisti-

. cally significant differences between the two orthogonal polar

diagrams obtained. The probable explanation for this was that
while along the blade the spot size was significantly bigger,
the mean electron angle was low, while at right angles to the
blade the spot size was smaller but the mean angle up. As such,
the data points plotted in Figure 13 are the average of all 4

~gimilar angle positions.

Taking Firing 750 first, this is representative of a well-behaved
constant impedance shot. The anode cathode distance was 1.5 cm

~and the blade stuck out from the flat cathode plate 0.8 cm. The
-anode spot. was well defined and 5.6 cm by 2.4 cm and in the form .

of a rectangle with rounded ends. The mean angle was about 10°
or a little larger, about equally due to spot size and angular
divergenc e of the beam at the anode. This point is gone into
more deeply with respect to Figures 14 and 16 below.

. Firing 742 had an anode cathode spacing of 0.75 cm and as such,
- exXceeded the critical current for pinching during the pulse. As

can be seen, the mean angle is now a little bigger than 20°, say
22°, Because the spot size will be rather smaller during the

~latter part of the pulse, the time~averaged mean electron angle
- has increased from something over 6° to more like 18°. As an
~.illustration of the relative insensitivity of the polar diagram .
~plot to details of the assumed distribution, Figure 13 also shows

"”fone line calculated as follows. It is assumed that for half the

pulse the mean angle (spot size plus electron mean angle) is 10°

and for the other half a value of 35° is taken. As can be seen, =

this assumption fits the .data as well .if not slightly better.

‘However, one could not distinguish between the two possibilities

on the basis of'the experimental points. . On the basis of other
reasoning, the second possibility is a bit more likely. The way

to distinguish between the two possibilities is, of course, to

make time resolved polar diagram measurements. . . -

- Firing 747 again-had an anode_cathode gap of 1.5 cm but in this
-case ‘significant current flowed during the prepulse, the pre~
- .pulse gap broke down:and applied a 50 kv prepulse, which in its
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efturn largely collapsed before the main pulse arrived. The cur-
“rent was several times larger than in a normal flrlng and. it is

eypected that plasma filled the anode cathode region early in

~the main pulse, if not before. A strong diode pinch resulted
~and this is rather dramatically confirmed by the polar diagram
;meauurements, which show a mean angle of about 60°, correspond-

ing to a fully filled cone of 90° angle.

"-These three shots show the full range of angles that we have ob-

served, although we are fairly certain we can produce beams with

'_a mean angle of a degree or so, but whether the polar diagram
. input. data is accurate enough to show such an angle is rather
5debateable.

ehThe next example is Piring 818 which again is a'51ngle full'
- length razor blade with an anode cathode gap of 1.5 cm. The-
.~ anode was again an 0.75 gram/cm2 carbon block but backed this

time with 0.6 cm of lucite (Perspex for our Engllsh readers) .
The polar dlagram obtained is shown in Figure 14. The calcu-
lated ‘spot size angle is 6° and the estimated mean angle of the

" electrons at the anode is again 6°. The experimental points al-

most unbelievably f£it a 12° total mean angle, which must be
partly. fortuitous. We should perhaps reassure the dubious read—'

_.er that the new curve for carbon given in Figure 5 was derived
from the Rester paper completely independently and the experi-
“mental points are entirely unadjusted apart from a very small
- target absorptlon correctlon for the 45° and 60° angles.

'_Flgure 15 glves a welter of lnformatlon. ‘The Voltage .and cur-
- “rent curves are derived from our normal monltors, the voltage _
T ocurve hav1ng been corrected for the L di/dt - as is usual. Also

shown is the smoothed impedance curve with a rather satisfying
constant impedance of about 50 ohms during the first pulse,
which is highly characteristic of a single full length blade.

. There -are two pulses because the 2 ohm generator is very lightly
- loaded.. The climbing current during the second pulse is almost

certainly associated with current emission from the cathode

“:stalk. This is because some shots show that the razor blade on
“its own keeps a good impedance out to 300.ns; Figure 18 shows an

example of such a shot. . The carbon anode was also a calorim- -

- eter which recorded 1.3 kJ while the energy obtained by inte-

grating the first pulse plus: a small fraction of the second is
1.55 kJ. . This difference is likely to be caused by calibration-

. errors of the calorimeter but could be due to: some 1 1/2 kA

flowing other than from.the razor blade cathode. - Usually the
system 1s operated ‘at 100 kA or so; consequently we would not

ea,normally bother about ‘such small background stray current flow. -

Also glven in Flgure 15 is: the phOtOlede pulse, normallsed in.

- amplitude to unity. at peak and adjusted to fit the peak with re-

- gaxd to the zero time of the sweep. " The current and voltage
waveforms ‘are accurately correlated in time but the photodlode -

"record is not tied in with this system. From.the polar dlagram
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- giving vmax = ;.00 MV.

!

TLDs, and others at 42 cm and 1 metre, the dose at a metre was
measured to be 0.46 R with an estimated error of + 10 per cent.
The peak current was 19 kA and the effective pulse width (meas-
ured either from the photodiode record at 50 per cent height,

or the voltage wave form at 84 per cent of peak) is 70 ns.

Thus Qeff = 7 x 10-8 x 1.9 x 104 = 1.2 x 10-3 coulomb.

From Figure 8

_ 2. 2.8 -~ '

- Using the measured.currents,'the-photodiode'record-is'used to

give'theﬁelectron.energy as a function of time and the peak

voltage used is that derived above. The points so obtained are
~ also shown in Figure 15.  The error bars on these points are
obtained as follows. Dose at 1 metre, + 10 per cent input data,

+ 15 per cent current, *+ 7 per cent, giving an overall error in
V2.8 of 1+ 20 per cent and hence an error in the voltage of + 7
per cent. The agreement obtained. for the peak voltage is ob- .

- viously a little fortuitously good, again, but the -agreement as

| “_/‘.‘

regards waveform shape is guite acceptable.

Summarising the results of this shot, we would conclude that our
monitoring is in reasonably good shape and that indeed, as we

- had calculated, the razor blade cathode gives a cold beam with

_The next shot (F 824) +to be described, while_itﬁhas”some minor
‘lacunae in the interpretation, also has some interesting conclu-

sions which, again, did not come as a surprise.

_The set up was once more a single full length razor blade in the

centre of the cathode backing plate, with an anode cathode spac-

‘ing of 1.5 cm. Beyond a double 0.3 mil. mylar window was a

drift region of 34 cm length. The outer. return conductor for

- this was made up from bits to hand and is not what we would have
- .designed. It toock the form of a copper cone, entrance diameter -
26 cm, coning down to 13 cm diameter over 15 cm length.. This

- was followed by a parallel section 19 cm long made out of 5 mil.,:

melinex covered internally by 1 mil. aluminium. At the exit

- window there was a carbon target-cum-calorimeter. - Unfortunately.
- this did not take the form of. a Faraday cup current monitor be-
- cause this was a shot sandwiched in another programme. - -One of
..the current monitors measurdéd the anode~cathode current and an- .
~other ‘the current just behind the diode face. The drift region
.. .pressure was about 1 torr. The pinhole camera showed a clear .

X ray pattern on the target and no detectable X ray emission-

‘elsewhere. The X ray spot was slightly distorted from the_origé'
-~ inal rectangle, with rounded ends, but was largely rectangular
~with dimensions 5.2 x 2.6 cm approximately and with.the long

o B
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-axis in the original razor blade direction, as would be éxpected.
The polar diagram plot for this shot is shown in Figure 16. . As
‘the TLD array was now outside the dustbin, the radius could be

- increased to 20 cm, reducing the spot size angle to 4°. If the
~input data of section 3 is to be believed to the required ac-
curacy, the mean electron angle after drifting remains at 6° or
a fraction less. However, it can certainly be stated that it
has not increased after drifting 34 cm. This is in line with.
previous measurements made on MOGUL and collectively remembered,
~that drifting did not significantly increase the mean angle of

- “the beam. In both cases the v/y was about 0.4, although for .
- MOGUL the mean voltage was like 4 MV and the present result is

' much more accurate. Thus we detect no transfer of energy to

-the .perpendicular direction. The other p0531b111ty for two
stream instability is that the beam energy is modulated in the
direction of its propagation: this was investigated in the sec-

- ond part of the measurements, although here the proof that it
did not happen 51gn1f1cantly is not quite so dlrect.

_ Figure 17 gives the anode cathode voltage, current, and imped-
~ance, as measured by our standard monitors. Because the pres-
sure in the tube was rather high and also because the false work
is more than a little battered, the tube flashed around 70 ns.
This is readily apparent from the current monitor beyond the
‘tube vacuum interface. One of the effects that has been ob-

. served as a consequence of this is. that more current apparently
quickly flows in the anode cathdde monitor loop. . Whether this
is genuine very fast plasma jetted from the tube interface, or
- the effects of a bar of much greater current (~1/2 megamp) ad-
‘vancing towards the anode cathode monitor, is not clear; it is
perhaps connected with both effects. Anyway, it is considered

that the fall in impedance after 70 ns is caused by the tube
.flash over and is not connected with the current flowing from
the razor blade, which lnvarlably has a constant impedance dur-
ing this phase. Thus it is assumed that the cathode impedance
stays constant at the flat level it had reached before 70 ns,
. as shown by the lightly dotted line. This is confirmed by the-
-calorimeter reading, which was 900 joules: Multiplying by the

- factor previously found, this corresponds to about 1.1 kilo-

. joules, while the expected beam energy was calculated to be’

- .about .1.15 kilojoules, ‘using the reduced pulse length shown by
- the photodiode record. The excess current from the interface
‘flashover, if it really is a current, would not enter the drift

‘region - a fact confirmed by the lack of any extra X rays on.

“- the radlograph._ B

,The dose at one metre was measured to be 0. 28 R as an average :
of a number of determinations at different distances. Using the"
current deduced from a constant anode-cathode impedance of 58
-ohms and this dose, the electron beam energy was calculated as
before and is also shown on Figure 17. As before, the zero time

' of the photodiode record has been slightly shifted and the ampli- -

tude has not been normalised, but is obtained from the radiation
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measurements. It should be noted here that if the full anode
cathode current waveform had been used, the points beyond 70 ns
would fall more sharply because of the. 1ncreased current read-
ings.

A point should alsc be made about the L di/dt correction ap-
plied to the observed voltage waveform for times after 70 ns.
.As the monitor is mounted in the tube face, its record is held .
up by the large current starting to flow across the interface.
The flashover was approximately opposite to the voltage monitor
" and hence there is a considerable inductance between the two.
This makes determination of the L di/dt correction uncertain
after the insulator breaks down, so that the anode cathode volt-
age beyond this time is somewhat uncertain: the curve given is
our. best estimate. It might be supposed that the tube flashover
was an unmitigated disaster, but in fact it was not. Two pre-
vious attempts to make the same measurement had failed, partly
because extra emission had started from the cathode stalk dur- -
‘ing the second pulse, and on each occasion some of this had got
into the drift region and messed up the polar diagram. . So while
it has rendered the interpretation a little less direct, it en-.
‘abled a rather clear polar diagram to be obtained, and also
where assumptions have to be made they do not disturb the majoxr
conclusion about a longltudlnal variation in energy due to two—:
stream instability.

As is shown in Figure l?}rthe voltage waveform, deduced from  the

absolute photodiode record, lies, if anything, below'the.Voltage_.

monitor waveform. If the larger current values had been used,
it would be even lower for times after 70 ns. Thus there is al-
- most certalnly no excess of dose on this shot. If a rather mnaive
picture is taken that the beam splits into two egual populatlons,
" one with V + 8V and the other with V - 8V, then the dose in-
‘crease to be expected is V(1 + 2. S(GV/V)é) "If any dose in-
crease is taken as less than 10 per cent, and in fact the ob-
served dose is some 15 per cent less than would be'expected,
then 6V/V is less than 0.2. ' The only way any s1gnlf1cant
spread of energy in the transported beam could be allowed is to
- reduce the mean energy of the beam as well. However, this is
unlikely because of the calorimeter reading. . Thus while we
would be reluctant to claim that this firing disposes of any
‘significant two-stream instability effects, it certainly does
‘not support such effects and does suggest a technigue of proving
-~ whether or not they occur. ‘In such an expexriment; the carbon
block would be a Faraday cup and $0 measure the relevant current
dlrectly and accurately. ' S :

: 'The last experlmental examp*e is not a very good one but it con~ -
_tains a couple of features of interest. On a number of shots

" we have had two bumps on the photodlode ‘record, the second about

20 per cent of the first. Firing 819 was such a shot, although
from several other aspects it was a rather unsatlsfactory one

on which to do an X ray voltage measurement. The set up in thls _“ :



"experiment was 6 half razor blades set out on the curve of the
cathode plate. Beyond two 0.3 mil. aluminised mylar windows was
a drift region with a series of 6 different guiding wire arrays.
The pressure in the drift region was 0.17 torr and at the far
end was a carbon target. Around the edge of this was copper

- foil and the copper wire supports. The average diameter of the.
~array of beamlets was 20 cm but the pattern of each beamlet was,

" to . say the least of it, complicated. Part of the beamlets hit
the copper surround as well as the guiding wire supports. The

enerqgy transfer was good and, as before, anode cathode Voltage

- and current measurements were made in the normal manner. :

~ Figure 18 shows the peak voltage and ‘also the der;ved smoothed -
diode impedance. Also shown in the electron energy measurement
“deduced  from the two humped photodiode record. 1In this case

‘both time and amplitude have been normalised at the peak. This

was because of the big spot size and uncertainty as to what
fraction of the beam hit copper rather than carbon. .The normal-
ised voltage derived from the photodiode record is not 'in good

- agreement in this case, but does follow in general the ordinary
voltage waveform. The early high readlng at 20 ns is probably

. because more of the beams were hitting the copper surround at

~ the beginning of the pulse and the same explanation may well ap-
- ply around 150 ns. The fact that the second derived voltage
pulse is lower than it should be may well be because of small

- extra currents from the cathode stalk. Not altogether a con-

_ v1nc1ng example but one which does’ dlsplay almost certalnly ‘a
:genulne double photodlode pulse.

" The second point of interest in this firing is-the way the im-

= pedance changes with time. The starting plateau, at about 16

ohms, is just about what we would expect. Normally a half razor
blade has an impedance of 100 chms at 1.5 cm and there were & of
them and although these were at 1.8 cm from the anode foil they
were in a diverging field. Thus the impedance per blade of 95
ohms, approximately,_would be reasonable. The impedance climbs
.- between the pulses and although the peak value of 30 ohms  is _
.-rather dependent on the exact phasing of the V- and i records, it
is in the expectedfstreet. When the impedance -falls again during
the second pulse it is about 8 ohms. -As the plasma blobs expand
-~ the specing decreases, and a small but significant droop would "
be expected in the impedance during the first pulse. However,
- we generally see a very flat impedance in this phase, or fre-
guently a slightly rising one. This could be if the front of
the plasma were developing a resistance in the region where the

- electrons were running away. However, when the current is dras-

tically reduced between the pulses, this resistance may disap- .
pear. Anyway, taklng_the impedance change from 40 ns to about
220 ns, this implies a change of spacing of about 9 mm and hence
a velocity of the order of 5 cm per microsecond for the plasma .
- front, under these conditions. of current density. This deduc-.
‘tion is dlstlnctly speculatlve but not out of: 11ne Wlth expecta-'~

thﬂS .
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6 CONCLUSIONS
The various simple techniques outlined have a range of applica-
tion for low voltage electron beam diagnostics. In particular

‘they enable the mean electron angle and the electron energy to

be determined as a function of time, almost regardless of the
flux level. Certainly they can be used at much higher intensi-

ties than are necessary to vaporise any material. They are rel-

atively simple to use and yield unambiguous results. Their

- range of applicability is from 0.5 MeV upwards. and in some in-
stances it may be possible to push the lower-limit down to 0.2
"MeV. They are a very useful adjunct to the normal monitoring

techniques in diode and beam work but they should be used in

‘conjunction with these, not as any sort of replacement. The re-

sults using them that we have obtained in the past agree with

various other measurements. and calculations and hence. glve con- .

51derable confidence that these are correct.

- Various pitfalls await the unwary.experlmenter, but it is hoped

that by now we have uncovered the more obvious ones. There is -
no guarantee that this technique washes whiter than all others,
but with luck it will remove some of the stalns from the exper- .
imental log book : :
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“ON AXIS DOSE FOR AXIAL ELECTRON (R @ Im/coulomb) —»
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